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Abstract – In this article, we analyse the variations in temperature and 

precipitation in the Tărlung River basin (central Romania), based on 20-year weather 

data records, at monthly scales. The results have shown a high variability in monthly 

precipitation. Normality tests revealed deviations from the normal distribution, 

especially in the monthly scale datasets. Homoscedasticity tests confirmed variance 

homogeneity in most cases. Trend analyses indicated stable temperature patterns. 

Changepoint tests identified breakpoints particularly after 2010–2012. These results 

contribute to understanding local climate variability and its potential implications for 

hydrological processes, providing a solid foundation for predicting future impacts in the 

area. 
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1. INTRODUCTION 
 

Climate variability represents a fundamental aspect of regional and local 

environmental dynamics having direct implications for hydrological processes, ecosystem 

stability, and infrastructure planning. While the consequences of climate change have been 

predominantly associated with gradual variations in long-term average temperatures [1], 

precipitation serves as a fundamental indicator of climatic shifts, with variations in its 

frequency, intensity, and spatial distribution reflecting potential changes in climate regimes 

[2]. Climatic variables exhibit variability across both spatial dimensions (latitude, 

longitude, altitude) and temporal scales (hours, days, months, etc.), necessitating the 

collection of datasets within a defined area over a specified period, as determined by the 

spatio-temporal resolution [3]. 

The Curvature Carpathians region, in Romania, which includes the studied watershed, 

is characterized by a limited number of monitoring stations with available data, yet it 

experiences frequent torrential events and is highly susceptible to flash floods, posing 

significant risks to the local population [4]. In this context, this article presents the results 

of the statistical analysis of temperature and precipitation, aiming to assess the extent of the 

climate variability in a part of this region. 
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2. DATA SERIES AND METHODOLOGY 

 

The study employed monthly precipitation and average temperature records from the 

Babarunca gauging station located on the Tărlung River (Brașov County) (Fig. 1), covering 

the period 2005–2024. The upstream catchment area of the Tarlung River (45 km2) represents 

a relevant case study not only because of its geographical position in a mountainous setting, 

where topography strongly influences temperature and precipitation patterns, but also due to 

the availability of continuous climate records over the past two decades. 

 

 
Fig. 1 Study area 

 

The following methods were used: 

• Computing the descriptive statistics (mean, median, variance, coefficient of variation, 

skewness, kurtosis), determine the outliers’ existence; 

• Investigate the autocorrelation in the data series using the autocorrelation function 

(ACF) and draw the histogram. 
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• Test the normality hypothesis against the non-normality by the Kolmogorov–Smirnov 

(KS), Anderson–Darling (AD), Ryan–Joiner (RJ) tests [5-8]. 

• Test the homoscedasticity hypothesis against heteroskedasticity by the Levene and 

Bonett tests [9,10] because they are not sensitive to departure from normality. 

• Test the randomness of the data series against the existence of a monotonic trend by 

the Mann–Kendall (MK) trend test, followed by Sen’s slope if the trend was found 

significant [11,12]. 

• Test the existence of no changepoint (CP) – null hypothesis (H0) against the existence 

of at least of a CP using the Pettitt, Buishand, Lee & Heghinian tests and Hubert 

segmentation procedure [13-16]. The first and last tests do not impose restrictions on 

the series distribution. By contrast, the second and third ones can be used only when 

the series are Gaussian. If the normality hypothesis is rejected, a transformation could 

be used to attempt to reach normality, then the CP test is applied on the new series. 

This procedure does not affect the CP location.  

All the calculations and statistical analyses were performed using three main 

statistical software packages: Minitab 16 (for descriptive statistics, normality, and 

homoscedasticity tests), R 4.5.1 (for trend analysis), and Khronostat (for change-point 

detection). Each software offers complementary functionalities, providing a comprehensive 

overview of climatic dynamics in the basin. 

 

3. RESULTS AND DISCUSSION 

 

The monthly average temperatures for the period 2005–2024 show high variability, 

with values ranging from –10.15 °C to 20.29 °C, an average of approximately 6.8 °C, a 

standard deviation of 7.765, and a coefficient of variation (CV) of 114.29 %. The series 

distribution is nearly symmetric (skewness coefficient = -0.07) and platykurtic (kurtosis = -

1.29). The boxplot (Fig.2(left)) indicates that there are no outliers, while the autocorrelation 

function (ACF) (Fig.2 (right)) highlights a well-defined seasonal pattern, indicating clear 

temporal dependencies between successive values and emphasizing the need to account for 

seasonality when interpreting climate variability. 

 

 
Fig. 2 (left) Boxplot of average temperature series (right) correlogram (vertical bars) and 

the 95% confidence interval (continuous curve) 
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All normality tests (Kolmogorov–Smirnov, Anderson–Darling, and Ryan–Joiner) indicate 

p-values < 0.01, confirming the rejection of the null hypothesis and showing that the distribution 

of monthly temperatures is not normal. The test plots (Fig.3) highlight clear deviations from the 

theoretical Gaussian distribution, especially at the extremes, reflecting the strong seasonality and 

climatic variability of the Babarunca basin. The histogram (Fig. 4) indicates a symmetrical 

spread of the data, characteristic of a continental climate with strong seasonality. 

To perform the Bonett, and Levene tests, the data series was split into two sub-series, 

denoted in Fig.5 by C1 and C2, and their variances were compared. The p-values in the 

tests were greater than the significance level (0.05), indicating that the temperature 

variances are homogeneous, so the series is homoscedastic. 
 

 
Fig. 3 Plots of the normality tests (a) KS, (b) AD and (b) RJ. The line represents the 

theoretical normal distribution 
 

 
Fig. 4 Histogram of the monthly temperature series for the period 2005–2024 
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The Mann–Kendall test does not identify a statistically significant trend in the 

evolution of monthly temperatures (p = 0.7721), suggesting the absence of a consistent 

long-term monotonic increase or decrease during the 2005–2024 period.  

Since the series is not Gaussian, a Box-Cox transformation was applied to reach 

normality, then the changepoint tests were applied. All indicated no significant change 

points for the period 2005–2024. The Pettitt and Buishand tests confirm the stability of the 

mean monthly temperature series, as the null hypothesis is not rejected at any significance 

level (90% and 95%), indicating the absence of structural discontinuities. 

 The Lee & Heghinian and Hubert methods found no changepoints as well, reflecting 

a stable evolution of temperatures dominated by seasonality rather than abrupt climatic 

shifts. 

 

 
Fig. 5 Results of Bonett’s and Levene’s tests for comparing the variances of monthly 

temperatures in the two subseries C1 and C2. StDevs are te tandard deviation, and CI is the 

confidence interval 

 

Monthly precipitation shows high variability (mean = 90.86 mm, coefficient of 

variation = 61.35%), with a positively skewed distribution (skewness=1.16) and occasional 

extreme precipitation events, characteristic of mountainous seasonal regimes. The 

histogram (Fig.6(left) and boxplot (Fig.6(right)) confirm the predominance of months with 

moderate precipitation values, alongside a few outliers exceeding 200 mm/month, 

indicating the sporadic occurrence of intense rainfall events. 
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Fig. 6 (left). Histogram and (right) boxplot of the monthly precipitation series for the period 

2005–2024 

 

The results of the normality tests for the monthly precipitation series are presented in 

Table 1. All reject the null hypothesis, confirming the visual examination of the histogram. 

This deviation from normality is mainly due to extreme values associated with intense 

rainfall episodes.  

 

Table 1. Results of the normality tests for the monthly precipitation series. 

Test Value of the test statistics p-value 

Kolmogorov-Smirnov 0.097 < 0.010 

Anderson-Darling 3.949 <0.005 

Ryan-Joiner 0.964 < 0.010 

 

The correlogram (Fig.7) reveals a predominantly random behavior of precipitation. 

The Bonett and Levene tests (Fig.8) provide p-values of 0.030 and 0.026, respectively, 

indicating the series heteroskedasticity, influenced by the existence of outliers (associated 

with high rainfall events). 

 

 
Fig. 7 Correlogram of the monthly precipitation series 
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Fig. 8 Resuts of the Bonnett and Levene tests for the monthly precipitation series 

 

The Mann–Kendall trend test reveals a statistically significant increasing trend in 

monthly precipitation (p = 0.0383), indicating a progressive intensification of the 

precipitation regime during the 2005–2024 period. The Sen’s slope estimation confirms this 

trend, with a positive slope of 0.0925 mm/month and a confidence interval that does not 

include zero, demonstrating a statistically significant increase in precipitation. 

The Pettitt test suggests the existence of a change point around 2012–2013, where the 

precipitation distribution shows a detectable modification at the 90–95% significance 

levels. The Buishand test rejects the homogeneity hypothesis at all significance level, 

confirming a structural discontinuity in the precipitation regime and a significant shift in 

the mean. The Hubert segmentation identifies three distinct intervals, with a clear increase 

in the mean after 2018, reinforcing the presence of a rupture point indicated by the other 

tests. 

 

4. CONCLUSIONS 

 

The study performed for the monthly average temperature series for the period 2005–

2024 highlights the stability of the thermal regime, with all series showing deviations from 

normality due to seasonality but no structural breaks. The Mann–Kendall and Sen’s slope 

tests indicate the absence of significant trends, suggesting a stationary thermal regime with 

no detectable warming or cooling signals in the Babarunca Basin.  

In contrast, the precipitation regime is characterized by high variability, a non-normal 

distribution, and extreme rainfall episodes, typical of mountainous areas. Break-point tests 

reveal structural changes after 2018, suggesting a reorganization of the precipitation 

regime. 

To deeply understand the variations in the hydrometeorological variables in the study 
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basin, an extended analysis at the daily and seasonal scales will be further performed, 

followed by mathematical modeling. These stages are essential for providing the necessary 

background for water resource management and flood-risk assessment in the context of 

regional climate change. 
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